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Abstract—Embedded systems are inherently event-driven, re-
lying extensively on interrupts to facilitate real-time interactions
with hardware. Interrupt-oriented programming is fundamental
to the design and functionality of embedded systems, enabling
them to dynamically respond to real-time events. Despite careful
development efforts, frequent and event-triggered nature of inter-
rupt service routines (ISRs) can still precipitate race conditions.
This leads to concurrency vulnerabilities between application
tasks and interrupt handlers.

Existing methods to patch race conditions typically rely on
source code, which may not be available in many real-world
scenarios. Additionally, traditional patching methods often fail
to ensure patches do not interfere with the baseline functionality
of the system. Furthermore, compiler optimizations may reorder
operations and potentially induce race conditions even when the
source code appears safe.

In this paper, we discuss a race condition identified during
the testing of an Intrusion Detection and Prevention System
(IDPS) developed for research on a Controller Area Network
(CAN) used in commercial vehicle systems. We detail the dis-
covery, analysis, and resolution of this race condition through
the open-source CodeHawk Binary Patcher, a novel, assured
binary micropatching platform. Micropatching is specifically
chosen for its ability to change the fewest possible bytes in
the system’s firmware, thereby minimizing potential side effects
while providing validations that the patch preserves the original
baseline functionality of the system. This approach is particularly
crucial in scenarios where source code is unavailable. Our method
not only ensures the effectiveness of the patch but also provides
a rigorous assurance case demonstrating that the patches do not
interfere with the system’s baseline functionality, thus preserving
the integrity and validation efforts of the original software.
This research not only offers a practical solution to a specific
concurrency vulnerability but also significantly enhances the
broader framework for addressing race conditions in embedded
real-time systems.

I. INTRODUCTION

Embedded real-time systems are the backbone of mod-
ern automotive technology, driving advancements in vehicle
performance, safety, and user experience while enabling a
broad spectrum of functionalities. These systems are resource-
constrained yet need to operate in real-time, hence rely ex-
tensively on interrupts to manage interactions with hardware.
Interrupts, essential for concurrency and communication via
interrupt service routines (ISRs), are triggered by specific

events. While this architecture is crucial for achieving real-
time responsiveness and precision, it also introduces signifi-
cant vulnerabilities, particularly race conditions. These arise
from the frequent and nondeterministic interactions of inter-
rupts with application tasks, leading to data races that are
challenging to detect, isolate, and correct.

Race conditions in embedded systems can lead to unpre-
dictable behaviors and severe system failures when multiple
concurrent execution entities—such as threads, tasks, or inter-
rupts—simultaneously access the same memory location with
at least one operation being a write. The resulting uncertainty
in access order has led to notable disasters. These include the
Therac-25 radiation therapy machine incident, where race con-
ditions in the control software contributed to fatal overdoses
[1], the Mars Pathfinder spacecraft’s system resets caused by
priority inversion [2], and the 2003 blackout across the USA
and Canada, where similar conditions exacerbated system
failures [3]. Such examples highlight the critical challenge
of managing race conditions, which often manifest under
specific environmental conditions and during unique execution
interleavings, complicating diagnostics and mitigation efforts.

Efforts to mitigate race conditions in embedded systems
have historically relied on a variety of techniques, includ-
ing static and dynamic analysis tools and sophisticated au-
tomated repair methods [4], [5], [6]. However, these tech-
niques not only require access to source code and extensive
system knowledge but also often fail to provide assurance
that modifications will not interfere with the system’s base-
line functionality. This limitation is particularly critical in
legacy environments where source code is unavailable or the
system’s complexity makes traditional mitigation approaches
prohibitive.

In addressing the deficiencies of prevailing race condition
mitigation strategies, this study delves into a race condition
detected during the evaluation of an Intrusion Detection and
Prevention System (IDPS) developed for research in com-
mercial vehicle systems [7]. To resolve this specific issue
without access to the original source, we employed the Code-
Hawk Binary Patcher (CBP) [8], an open-source platform for
producing high-assurance micropatches on stripped binaries,
without requiring source code nor recompilation. CBP reduces
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Fig. 1: Distorted CAN Identifiers

the cost of binary patching by lifting functions of a binary
into editable C code. After a C developer makes the desired
changes directly on the lifting, CBP automatically applies the
changed semantics to the binary, with minimal binary changes.
Finally, CBP produces a suite of assurance analysis results that
provide strong evidence as to whether the patch was applied
correctly, and for important classes of bugs, whether the patch
fixes the underlying issues.

The strength of CBP comes from modifying minimal binary
data to mitigate bugs without extensive system overhaul. CBP
was chosen for its capability to make precise alterations that
are verifiably non-intrusive to the system’s existing sequential
functionality, thus maintaining the integrity of previously val-
idated behaviors. The platform not only successfully rectified
the presented race condition but also enabled the provably-
correct fix of a memory overwrite vulnerability in the IDPS,
demonstrating CBP’s potential as a crucial tool in the enhance-
ment of embedded system security.

The rest of the paper is organized as follows: Section
IT presents a brief overview of concurrency vulnerabilities.
Section III details the specific race condition identified within
the IDPS. Section IV describes our micropatching approach,
including the application of CBP to address the identified
vulnerability. Section V discusses the broader implications of
our findings. Finally, Section VI concludes the paper with final
remarks.

II. BACKGROUND

Race conditions arise when two or more execution threads,
or interrupt service routines (ISRs), access shared resources
concurrently, and at least one thread modifies the resource. In
bare-metal embedded systems, where tasks and ISRs directly
interact with hardware without an intermediary operating
system, these conditions can lead to unpredictable outcomes.
This occurs because the precise order of execution for these
concurrent processes is not deterministic and lacks atomicity,
making it possible for operations to interfere with one another.
Such interruptions can result in data corruption or erratic
system behavior, as operations on shared resources are not
completed in a single, indivisible sequence.

Historically, the concept and challenges of race conditions
have been extensively studied. Netzer and Miller’s seminal
work [9] provided a formal definition and explored the issues
related to race conditions in parallel programs, setting a
foundation for subsequent research in the field. Their analysis
highlighted the difficulties in both detecting and resolving
these conditions, particularly in environments where task in-
terleaving is complex and unpredictable.

Efforts to address race conditions have traditionally involved
static and dynamic analysis tools designed to detect potential
concurrency issues before they manifest at runtime. Studies
like those by Karam et al. [10] and Allen and Padua [11]
represent early attempts to tackle race conditions through
software engineering approaches focused on Ada and Fortran
programming environments, respectively. However, these and
other conventional methods often rely on the availability of
complete source code and assume a controlled execution
environment—conditions that do not typically hold in legacy
bare-metal embedded systems.

III. PROBLEM STATEMENT
A. Detailed System Overview of IDPS

TruckSentry was developed as a real-time reactive IDPS
for medium and heavy-duty vehicles operating on SAE-J1939
protocols [7]. The system implemented on a prototype with
an ARM Cortex M7, continuously monitors network data, as-
sessing them against predefined rules. In cases where messages
violate these rules, TruckSentry modifies specific bits within
the message to trigger an error frame, thereby preventing the
transmission of potentially harmful data. TruckSentry utilizes
Non-Return-to-Zero (NRZ) encoding to interpret signals trans-
mitted over the CAN bus [12]. This involves the interpretation
of signal levels captured from the CAN transceiver and timing
intervals, where each transition—either high to low or low to
high is crucial for determining the data bits. These transitions
are captured by an Interrupt Service Routine (ISR) configured
to trigger on both edges of the NRZ-encoded signals.

B. Real-Time Processing and Rule Enforcement

Upon each ISR activation, the system measures the elapsed
time since the last interrupt, using this information to infer the
width of the pulse and the corresponding bit value. Instead
of assembling complete CAN frames before rule checking,
TruckSentry processes incoming data in chunks as it is re-
ceived. Each data chunk is immediately evaluated against the
set of rules designed to identify security breaches.

C. Identification and Impact of the Race Condition

The race condition in TruckSentry is primarily attributed
to the concurrent execution of the Interrupt Service Routine
(ISR) and the get_bitchunk () function within the main
processing loop, particularly concerning their interaction with
the shared variables pending and processed. This issue
surfaced during system testing on a Kenworth T270 research
vehicle [13], where it was noted that the system failed to
eliminate certain malicious messages consistently. During the
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Fig. 2: Source Code that causes race condition along with Decompilation

tests, the CAN identifiers detected by the system were tem-
porarily stored in a buffer and later analyzed. It was observed
that some of the CAN identifiers were distorted as shown in
Fig.1, deviating significantly from typical patterns expected in
an SAE J1939 network. The actual identifiers it should have
detected are also shown as a legend in the diagram, by com-
paring the observations from a logic analyzer. This prompted
a deeper investigation into the system’s code and behavior
under race conditions. A safeguard in the get_bitchunk ()
function, designed to halt processing when pending <=
processed, was intended to prevent erroneous data process-
ing. However, this measure was insufficient in addressing the
deeper synchronization issue.

To understand the underlying problem, the code was decom-
piled, and a comparative analysis with the source code was
undertaken. Fig.2 illustrates the decompiled view of the ISR,
ISR_CAN () and the get_bitchunk () function along with
parts of the decompiled view. The critical sections highlighted
are the checks in both the ISR and the function where if
the elapsed time exceeds eofwidth, the expected end-of-
frame duration, both pending and processed are reset
to 0. In the scenario, an interrupt occurs immediately after
pending is loaded but before processed is loaded, the
ISR might reset these variables. When execution returns to
get_bitchunk (), the function operates with an updated

value of processed but a stale value of pending. This
discrepancy can lead to a critical error where, if pending is
at some intermediate state ‘x’ and processed is reset to ‘0’,
the function erroneously starts to derive bit chunks instead
of returning NULL. This results in an incorrect interpreta-
tion of the CAN frame, leading to the system incorrectly
interpreting network data. The non-atomic nature of these
operations exacerbates the race condition, undermining the
system’s ability to reliably enforce security rules based on
accurate data interpretation.

IV. SOLUTION IMPLEMENTATION
A. CodeHawk Binary Patcher

Developed under the DARPA Assured MircoPatching
(AMP) program, the CodeHawk Binary Patcher (CBP) is an
end-to-end binary patching platform and associated workflow
that significantly reduces the costs of patching stripped bina-
ries without requiring the original source nor a recompilation.
This cost reduction is achieved by lifting the binary into a form
that can be edited by a typical software engineer (as opposed to
the rare and highly-skilled reverse engineer). Concomitantly,
our platform drastically decreases the likelihood of errors by
formally validating translation steps of the process and by
providing the developer with assurance artifacts for review.
Furthermore, the platform enacts minimally-invasive changes
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Fig. 3: Modifications to lifting in the CodeHawk Patcher

to the binary, with the ability to reason about individual
expressions and instructions, maintaining the testing and cer-
tifications applied to the original binary.

The Binary Patcher is built on top of the CodeHawk analysis
platform [14], [15]. CodeHawk is an industrial-strength binary
analysis and patching framework and proven over multiple
IARPA and DARPA programs (STONESOUP, AMP, HACCS,
STAC, and MUSE). The CodeHawk analysis is based on the
mathematical theory of abstract interpretation [16], [17] pro-
viding a well-grounded theory for demonstrating correctness
of code analysis and verifying translations and modifications
of code.

In the binary patching workflow, a developer modifies a
high-level C lifting of the function(s) required to fix the flaw.
The high-level lifting includes idiomatic source symbol and
type usage added to the binary manually or by other tools.
After the developer has modified the C lifting to specify the
desired changes, CBP will automatically modify the binary to
produce the associated semantic changes specified by modifi-
cations to the lifting.

Next, the analyst consults automatically-produced assurance
artifacts to decide (1) whether the patch was correctly applied
to the binary (CodeHawk Patching Validation and Binary
Relational Analysis), and (2) whether the patch fixes the flaw
(for undefined C behaviors such as memory vulnerabilities and
overflows). The translation and analysis steps in the process
will produce checkable proofs that can be used to validate
each individual step. These checkable proofs provide strong
evidence that the step in question is correct.

B. Solution Overview

Fig. 3 provides a screenshot of the patch as modifications to
the produced lifting. To quash the ISR race, we wrap the loads
of pending and processed with the assembly instructions
cpsid/cpsie to disable and then re-enable interrupts (lines
48 and 51, respectively). This ensures that the undesirable
interleaving is ruled out. And, thanks to the optimizations
detailed below, interrupts are only disabled for a span of two
instructions.

C. Binary Analysis Assurance

A stripped binary is a difficult artifact for analysis. The com-
piler produces a binary with the goal of efficiency and not an-
alyzability. In order to correctly produce our lifting, automated
binary modifications, and assurance output, the analysis must
understand (and over-approximate) relevant dynamic behaviors
of a function. CBP uses its abstract-interpretation engine to
generate invariants in multiple domains, which provide the
basis for the variable discovery and dataflow relationships
necessary to produce a faithful lifting to parseable C code,
as well as detailed provenance information that connects the
C code with the assembly instructions contributing to each
statement. The Ul provides a summary of the underlying
resolution of these complex binary analysis results. With
respect to our solution, both the original and the patched
function have 100% of the following resolved (either precisely
computed or over-approximated): stackpointer value at each
instruction, indirect jumps / calls, memory reads and writes,
and conditional (control flow) expressions.

CBP encapsulates its analysis results in a retargetable format
called the Patch Intermediate Representation (PIR) [18]. The
PIR supplies the patching component of CBP (described next)
with the information required to apply complex patches to the
binary with minimal changes.

D. Binary Patch Application

The CodeHawk Binary Patcher works by identifying differ-
ences (in abstract syntax) of original and user-modified lifted
C code. The differences are mapped to corresponding locations
in the binary, using metadata embedded in the PIR. Edits
to expressions are performed using in-place modifications
when possible, while insertions of new statements must be
implemented using trampolines.

A trampoline provides the low-level support code necessary
to support inserted statements. A trampoline consists of hook,
wrapper, and body. The body is a compiled C function
containing the user’s new code. The wrapper is a snippet of
customized assembly code which calls the body and enacts any
required control flow from user-written return, break, or
continue statements. The hook is an unconditional jump
to the wrapper. Any instructions overwritten by the hook are
executed by the wrapper.

In the general case the trampoline wrapper must preserve
caller-saved registers to avoid accidental corruption of execu-
tion state after the trampoline runs. However, in this instance,
a more optimized wrapper is possible because the added code
does not modify any registers nor does it specify any control
flow. The overall structure of the trampolines required for this
patch can also be improved by noting that, while the inserted
asm instructions are separated by two statements at the source
level, the corresponding spots in the binary are only four
bytes apart. This allows the patcher to emit a single combined
trampoline instead of two separate trampolines. The result of
these optimizations is that the binary level implementation of
this patch is absolutely minimal: a single basic block which
simply executes the two loads with interrupts disabled, then



jumps back to continue executing the patched function. The
overall patch is a mere 16 bytes: four bytes for the hook, four
for the return jump, and eight bytes for the two loads with
interrupts disabled.

E. Translation and Patching Validation

CBP seeks to provide strong assurance that it has (1)
correctly lifted the semantics of the binary, and (2) cor-
rectly applied the changed semantics expressed in the lifing
modifications to the binary. For (1), CBP produces a list of
the invariants calculated at each instruction of the binary.
Invariants are used to produce the lifting. The list of invariants
can act as a checkable proof [19] of the invariant calculation
(i.e., invariants are expensive to produce but easy to check).

For (2), we are working on a series of validations of
the translation steps motivated by prior work on translation
validation [20]. For our patch, we demonstrate that the (intra-
procedural) invariants calculated by CodeHawk’s C analysis
for the modified lifting exactly match the invariants of the
lifted patched function, (in fact, modulo identifier names, the
text of the two functions are equivalent in this case). CBP
achieves equivalence, in this case, by automatically performing
validations on the trampoline, and then essentially inlining the
payload of the trampoline in the lifting of the patched function.
A broader discussion of our validations is beyond the scope of
this paper, but it suffices to say that this particular validation
is strong evidence that CBP correctly applied the changed
semantics of the modified lifting to the binary.

F. Relational Analysis

To understand the differences that the patch introduces, rela-
tional analysis is performed from a few different perspectives:
(1) a top-down syntactic/semantic comparison of the entire
executable, (2) a visual comparison of the structure of the
patch in terms of control flow, and (3) comparison of the
invariants generated for the original and patched binary. A
brief outline of these perspectives follows.

a) Top-down syntactic/semantic analysis: The minimal-
ity of the patch generated by our framework enables a very
efficient top-down comparison of the original and patched
executable. Taking advantage of the minimality of the patch
generated by our platform, much of the comparison can be
done syntactically: a simple hash comparison of all functions,
and all basic blocks not included in the patch reduces the
need for the direct semantic analysis to the single basic block
that was modified by the patch. This block is spliced by
the patch, inserting a trampoline that surrounds the offending
load instructions by an interrupt enable and interrupt disable.
Conveniently the two load instructions provide the space for
the jump to the trampoline, and thus no other instructions
than the two load instructions need to be replicated in the
patch, hence the only semantic validation to be performed for
the correctness of this patch is that the load instructions are
position independent (since they were moved) and indeed load
the same value as before. The invariants generated by CBP
provide direct evidence for this fact.

vulnerable patched
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Fig. 4: Visual comparison of the original and patched function

b) Visual comparison: Figure 4 shows the control flow
graphs of the original (vulnerable) and patched function. The
basic blocks shown in blue are hash-equal in the original
and patched function. The basic block at address 0xe78 is
modified by inserting the trampoline at 0x88c in the middle.
User feedback indicated that figures like these are considered
helpful as a quick confirmation that the changes are indeed
minimal and have the structure expected.

¢) Invariant comparison: As stated earlier, the CBP
abstract interpretation engine is used to generate invariants
in multiple domains, for both the original and the patched
executable, for each instruction address in the target function.
A direct location-by-location comparison of all invariants of
the entire function (not just the basic block modified), provides
a powerful semantic comparison of the effect of the changes in
the set of behaviors of the original and patched function. For
the patch described here out of the 526 invariants generated
for this function the patched function retains 523 of these,
losing only the three invariants associated with the instruction
overwritten by the jump to the trampoline. This correspon-
dence provides strong evidence that, the patch introduced no
semantic changes beyond the interrupt-enable and disable, as
desired.

G. Testing and Re-certification

After implementing the patch to address the identified race
condition, the updated binary was re-tested on the TruckSentry
prototype system. Tests were designed to verify both the
resolution of the race condition and the preservation of the
system’s core functionality as an IDPS. We observed that
the device met the performance criteria in real-world testing,



confirming that the patch effectively resolved the issue with-
out compromising the system’s functionality. Following these
successful outcomes, we proceeded to re-certify the prototype.

V. DISCUSSION

a) Direct Binary Modifications: An astute reader may
realize that simply swapping the order of the loads of
pending and processed, i.e., loading processed before
pending, will fix this particular race condition. This change
can be enacted by simply swapping the instructions in the Bi-
nary Ninja assembly editor. However, the CodeHawk relational
patch analysis demonstrated this did not work via a manual
review of the changed invariants. To summarize, the first
instruction uses a temporary in a register that is overwritten
by the second load. The next attempt was to instead rewrite
the preceding instructions which performed PC-relative loads
of global addresses into temporary registers. By changing
which address was held in which temporary, the order of the
loaded values could be swapped without needing to modify the
target load instructions themselves. However, manual review
of the function invariants revealed that one of the temporaries
was reused on a later path. In both cases, using CodeHawk
to analyze the resulting patched binaries yielded invariants
which clearly flagged the unintended semantic alterations.
Having failed to produce a correct patch by manual assembly
modifications, utilizing Codehawk Binary Patcher provided a
simpler workflow for creating a more complex patch.

b) Reduction in Required Experiences for Binary Patch-
ing: Currently, binary patching is a costly process due to
the skills and experience required. It is also error prone for
a multitude of reasons including a lack of robust tools for
reasoning about differences between binaries. CBP reduces
the cost of patching legacy systems, since in many situations
it does not require manual investigation nor understanding
of the underlying binary instructions. A reverse engineer is
not required; instead, an experienced C developer can patch a
stripped binary. Furthermore, CBP produces assurance results
understandable by a developer, not a specialist in program
analysis. The assurance results are provided as validation
checks, lifting differences, C code invariants, and C behavior
checks. The patching workflow has been successfully em-
ployed by independent evaluation teams on DARPA’s Assured
Micropatching program to create and assure binary patches.

VI. CONCLUSION

Interrupt service routines triggered by external events
through hardware may induce race conditions. The symptoms
of these issues are stochastic, which can make detection during
development challenging. Once discovered mitigating the issue
requires a deep understanding of the binary executable, a patch
to change or fix the issue, and an assurance analysis to show
non-interference of the patch.

Our study using the CodeHawk Binary Analysis system
within an IDPS for commercial vehicle networks illustrates its
efficacy in mitigating such issues, even without source code
access. This application underscores CodeHawk’s broader

potential for binary-level modifications across various systems,
demonstrating its capacity to swiftly enhance security and
maintain system integrity against emerging threats.
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