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Program analyses have traditionally been formulated as point solutions to speci�c program analysis
problems. We present a comprehensive, uni�ed framework that places program analyses within an algebraic
la�ice structure based on the program traces that each analysis identi�es. In this framework each program
analysis is characterized by the set of program traces that it identi�es, with program analyses ordered by
reverse subset inclusion ⊇ over sets of identi�ed program traces. With this order, the collection of program
analyses comprises a la�ice with least upper bound ∩ and greatest lower bound ∪.

1 INTRODUCTION
Program analysis is a classic �eld in computer science. Initially developed for optimizing com-
pilers [1], program analysis has since found wide applications in areas including computer secu-
rity [16], program veri�cation [18], error detection [7], so�ware engineering, and human-computer
interaction.

Despite this history, program analysis today presents a fragmented landscape characterized by
point solutions — analyses developed to solve speci�c problems, with no unifying theory that
would enable us to obtain a more comprehensive understanding of the space of program analyses
or the relationships between them. Such a theory would help us navigate the space of program
analyses to discover previously overlooked analyses, to choose analyses to satisfy speci�c analysis
goals, and to systematically combine analyses within a clean algebraic reasoning framework.

1.1 An Algebraic Framework for Program Analyses
We present a new, uni�ed framework of program analyses. In this framework, each analysis is
characterized by a set of program execution traces, with each set of traces corresponding to a
program property that the analysis extracts. �is property is o�en made explicit in a trace predicate
in the form of a logical formula that, given a candidate trace C , returns true if the trace is in the set
of traces for the analysis and false otherwise.

Traces provide a uni�ed algebraic framework for comparing and combining both sound and
unsound program analyses. Sets of traces ordered by reverse subset inclusion (⊇) comprise a la�ice
with least upper bound set intersection (∩) and greatest lower bound set union (∪). �is underlying
la�ice induces a corresponding la�ice over program analyses. �e la�ice order immediately delivers
a universal mechanism for comparing analyses, with less precise analyses including more traces
than more precise analyses.

Viewing analyses as sets of traces also makes it possible to productively integrate constructs
not previously perceived as program analyses into the framework. For example, a set of traces
generated by a program fuzzer can be seen as an analysis. Many program analyses assume that
certain kinds of errors (for example, out of bounds accesses or accesses via null pointers) do not
occur. It is possible to identify these assumptions as sets of traces and integrate them into the
framework.
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In this paper we primarily consider two kinds of analyses: 1) sound data�ow analyses, which
overapproximate the set of program traces and 2) techniques such as fuzzing and concolic execution
that explore the set of program traces and which we view as unsound analyses that underap-
proximate the set of program traces. We illustrate how to specify monolithic data�ow analyses
that extract multiple kinds of analyses as the conjunction (least upper bound) of multiple sound
microanalyses. We also consider unsound analyses that dijunctively combine traces from multiple
fuzzing or concolic executions. �ese unsound analyses can be seen as generalizing the information
from the explored executions.

1.2 Sound and Unsound Analyses
Intuitively, a sound analysis produces an analysis result that holds for all possible executions of the
analyzed program. More precisely, an analysis is sound for a program % if its set of traces includes
all of the traces that the program may exhibit when it executes. Soundness proofs for analyses with
sets of traces de�ned by trace predicates typically involve proving that the trace predicate includes
all possible program traces. Prominent examples of sound analyses include standard data�ow
analyses and exhaustive testing to enumerate all traces.

Intuitively, an unsound analysis produces an analysis result that may not hold for some possible
executions of the analyzed program. Examples of unsound analyses include fuzzing, concolic
execution, and bounded model checking. Examples of constructs that can be interpreted as unsound
analyses include assertions and execution integrity assumptions such as the absence of memory
errors, null pointer dereference errors, or API misuse errors.

We note that the framework cleanly highlights the tension between soundness and precision —
soundness requires the analysis to include at least all of the traces of the analyzed program, driving
the analysis to include more traces, while precision drives the analysis to include as fewer traces.

�e tension between soundness and unsoundness can sometimes be productively addressed by
program transformations that systematically transform the program to eliminate undesirable traces
not included in the unsound analysis. Examples include failure-oblivious computing and recovery
shepherding.

�e least upper bound of a sound analysis and an unsound analysis is a conditionally sound
analysis — an analysis that is sound given the property speci�ed by the unsound analysis. �is
approach can cleanly and precisely specify, within a uni�ed framework, the assumptions under
which an analysis provides a sound characterization of the potential behavior of the program.

1.3 Program Analysis and Secure Input Parsing
Input parsing code is an important source of security vulnerabilities [14]. One common practice is
interleaving parsing and validation code with input processing code (shotgun parsing) [6]. A key
problem with this common practice is that (potentially adversarial) inputs that trigger program
errors or target vulnerabilities should be rejected without processing [6, 17]. But starting input
processing before input parsing and validation completes can make it di�cult to impossible to
reject such inputs before processing — by the time program determines that it should reject the
input, it has already been at least partially processed.

One way to a�ack this problem is to process each input as a transaction, with the input processing
e�ects taking place only when the entire input has been successfully processed [17]. Another
approach is to structure the program so that input parsing and validation completes before input
processing starts [5]. While domain speci�c languages for specifying parsers [15] and parser
combinator libraries exist that support this coding practice [5], many developers prefer to manually
code their input parsers. In any case, it may be bene�cial to structure the computation in three
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phases as follows. A key aspect of this structure is that if the input parsing or validation phases
reject the input, the program behaves as if the input never existed:

• Input Parsing Phase: �is phase reads the input and populates the data structures that
hold the various parts of the input. It rejects inputs that are not syntactically correct.
• Input Validation Phase: �is phase reads the data structures that hold the parsed data

to check that it is possible to fully process the input. It not, this phase rejects the input. It
may also store relevant input data into di�erent data structures that the input processing
phase reads.
• Input Processing Phase: �is phase processes the parsed and validated input. It is the

only phase that performs any e�ects that persist beyond the computation that the input
triggers.

Each of these three phases is characterized by speci�c computational pa�erns that can be veri�ed
by appropriate program analyses that target the code for each phase. Analyses for the input parsing
phase, for example, may verify that the parsing code writes only data structures that are designed
to hold input data. If the input format can be speci�ed by a deterministic context-free grammar
or regular grammar, the analysis may verify that the structure of the code corresponds to the
structure of the grammar. Analyses for the input validation phase may verify that the code only
reads data structures that are designed to hold input data, never reads input data, and writes no
data at all. Such analyses may also verify that speci�c safety checks are applied to speci�c data
structure components. Analyses for the input processing phase may verify that the code never reads
additional input and ensures that all data passed to critical functions was appropriately checked in
the input validation phase.

�e relevant analyses verify a range of properties, from general properties that essentially all
applications should exhibit through to application-speci�c properties determined by the speci�c
function that the application implements. Such analyses are therefore o�en pro�tably speci�ed as
combinations of a range of more basic analyses, which is one of the speci�c goals of our framework.

2 FRAMEWORK
We work with programs % that contain labeled commands of the form ; : 2 ∈ % , where ; ∈ !, 2 ∈ � .
labels(%) = {; | ; : 2 ∈ %} is the set of labels in % . Labels are unique — no two labeled commands
in % have the same label ; . We use the notation ; : 2 ∈ % to denote that the command at label ; in
program % is 2 and the notation ; : 2 ∉ % to denote that the command at label ; in program % is not
2 .

2.1 Program Execution Traces
An executing program operates on states f ∈ Σ. Execution starts at 〈;0, f0〉, where ;0 = �rst(%) is
the label of the �rst command to execute and f0 is the initial state. Each execution generates a
trace C = 〈;0, f0〉 → · · · → 〈;=, f=〉 of label/state pairs 〈;8 , f8〉. Execution terminates if it encounters
an ; : halt command. We require that terminated traces do not further execute, i.e., if C = 〈;0, f0〉 →
· · · → 〈;=, f=〉 and ;8 : halt ∈ % , then 8 = =. �e set of potential program traces T is therefore T =

{C ∈ (! × Σ)∗ | ;8 : halt ∈ % implies 8 = = where C = 〈;0, f0〉 → · · · → 〈;=, f=〉}. done(〈;0, f0〉 →
· · · → 〈;=, f=〉) is true if ;= : halt and false otherwise. traces(%) is the (pre�x closed) set of all
(partial or done) traces from all executions of % .

2.2 Traces Sets and Trace Predicates
Each program analysis � corresponds to a set of traces. �is set is o�en de�ned by trace predicates,
in which case, given a program % , � has corresponding trace predicates g%

�
that de�ne the set of
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traces that the analysis � identi�es. Here g%
�
(C) is true if C is one of the traces that the analysis �

identi�es for program % and false otherwise. traces(�, %) = traces(g%
�
) =

{
C ∈ T | g%

�
(C)

}
is the

traces induced by the analysis of % by �. We conceptually identify trace predicates with the sets of
traces they de�ne when it is convenient:

• g1 ⊆ g2 ≡ ∀C ∈ T , g1 (C) implies g2 (C)
• g1 t g2 ≡ ∀C ∈ T , g1 (C) and g2 (C)
• g1 u g2 ≡ ∀C ∈ T , g1 (C) or g2 (C)
• g1 − g2 ≡ ∀C ∈ T , g1 (C) and (not g2 (C)).

�e subsets of the set of all traces T form a la�ice with order reverse subset inclusion ⊇, least
upper bound ∩ (noted t), and greatest lower bound ∪(noted u)1. Conceptually, the fewer traces
that a trace predicate g identi�es, the more precise the trace predicate g . So g (C) = true (g = T) is
the least precise trace predicate and g (C) = false (g = ∅) is the most precise trace predicate. A trace
predicate g is sound for a program % if g ⊆ traces(%).

Trace predicates are o�en de�ned using a data structure �%
�

, produced by the analysis �, that
contains the information derived when � analyzes % . We omit � and/or % when obvious from
context.

We require trace predicates to de�ne pre�x-closed sets of traces. �ey therefore must be mono-
tonic with respect to the operation of extending the trace, i.e. g (〈;0, f0〉 → · · · → 〈;=, f=〉 →
〈;=+1, f=+1〉) implies g (〈;0, f0〉 → · · · → 〈;=, f=〉).

Conceptually, program analyses o�en determine or verify that a program exhibits a desired
property. In this case the trace predicates can o�en be seen as rejecting traces that violate the
property (i.e., returning false for such traces). Given a trace and a property, we consider the
following alternatives:

• Violation: �e trace de�nitely violates the property. In this case the trace predicate should
reject the trace. To ensure pre�x closure, the trace predicate must also reject all extensions
of the trace.
• No Violation: �e trace de�nitely does not violate the property. In this case the trace

predicate should accept the trace and all extensions of the trace.
• Potential Violation: �e trace does not violate the property, but some extension of the

trace may violate the property. In this case the trace predicate should accept the trace, but
may reject some extensions of the trace.

We identify three kinds of trace predicates: early predicates that transition from true to false only
at nonterminated traces, late predicates that check properties that can only be determined once the
program has terminated and are therefore false only for terminated traces, and mixed predicates
that are intersections of early and late predicates.

Conceptually, a safety property [3] states that something bad does not happen. Because trace
predicates operate on �nite traces and are monotonic, in our framework all trace predicates specify
safety properties.

Trace predicates deliver a �nite representation of potentially in�nite set of �nite traces of
unbounded length. One goal is to obtain a computationally tractable representation suitable
for e�ective reasoning about the relationships between di�erent analysis represented via trace
predicates. We anticipate that the speci�c form of each trace predicate will depend on the analysis,
relevant relationships between di�erent analyses, and the speci�c reasoning contexts in which the
trace predicate will be used.

1Note that the la�ice is the reverse standard la�ice, so the least upper bound is an intersection, instead of an union
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2.3 Program Analysis La�ice
We use trace predicates to de�ne a program analysis la�ice as follows. We de�ne the la�ice order
�1 v �2 if traces(�1, %) ⊇ traces(�2, %) for all P. �e least upper bound �1 t�2 is the analysis �
with trace predicates g%

�
= g%

�1
∩ g%

�2
and the greatest lower bound �1 u�2 is the analysis � with

trace predicates g%
�
= g%

�1
∪ g%

�2
.

Given two arbitrary program analyses �1 and �2, one may wonder how to construct an analysis
� = �1 t �2 or � = �1 u �2. Given a program % , one may run �1 (%) and �2 (%) to obtain data
structures �%

�1
and �%

�2
. �en �1 t�2 is the analysis that produces the information in �%

�1
and �%

�2
,

while �1 u �2 is the analysis that produces the information in �%
�1

or �%
�2

. Of course, it may be
possible to produce the same information with a di�erent analysis algorithm or represent the same
information with a di�erent data structure.

Conceptually, the fewer traces that the trace predicates for an analysis identi�es, the more
information the analysis provides about the program. So the analysis � with trace predicates
g%
�
(C) = true is the least informative analysis and the analysis � with trace predicates g%

�
(C) = false

is the most informative analysis. An analysis � is conservative if traces(%) ⊆ traces(g%
�
) for all % .

If an analysis is conservative, the trace predicates g%
�

hold for all executions of % .
�is la�ice on program analyses is reminiscent of what can be obtained through the lense of

abstract interpretation when comparing di�erent analyses to a trace semantics. However, our
construction as two main advantages over that more traditional one.

First, our framework can consider unsound analysis, and compositions of sound and unsound
analysis, as we pointed out in subsection 1.2.

Second, many traditional analyses operate on information that is not usually part of the state
in standard trace semantics. For example, for a live variables analysis, the set of live variables at
each point of a program is not part of the state for traditional trace semantics. While it is possible
to enrich the state of the base semantics as done in [9, 13], and so recover the ability to compare
di�erent analysis through abstract interpretation, one need to adapt the base trace semantics
by hand to the speci�c analysis at hand, and then build the di�erent abstraction functions. In
contrast, we do not require to change the state of the base semantics, we carry the domain speci�cs
information of each analysis completely within the predicate checker.

3 EXAMPLE DATAFLOW ANALYSES
We next present the data structures and corresponding trace predicates for a range of exemplary
data�ow analyses. All of these analyses are designed to analyze programs wri�en in a language
with a set of variables E ∈ + , a set of expressions 4 ∈ �, and variable assignment commands of the
form E = 4 . We use the notation ; : E = 4 ∈ % to denote that the variable assignment command E = 4
appears at label ; in program % . When we do not care about a speci�c component of a command 2
we write . For example, ; : E = ∉ % indicates that the command at label ; in % is not an assignment
to the variable E . vars(2) is the set of variables E that the command 2 reads. �e values of the
variables are drawn from a set of values # .

Each analysis produces a data structure � that stores, for each label ; in the analyzed program % ,
an analysis result at the program point either before the command at ; executes (we denote this
program point •; ) or a�er the command at ; executes (we denote this program point ;•). �e trace
predicates for the analyses are expressed using these data structures.

Correct implementations of all of these exemplary analyses use the standard data�ow analysis
approach to produce sound analysis results that correctly re�ect all possible program executions.
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�e analyses � are therefore conservative. �e fact that the trace predicates g%
�

identify a superset
of the actual program traces is typically proved by induction on the length of the program traces.

3.1 Variable Value Analysis
Variable value analysis ++ computes, for each program point, the values of variables that are
analysis-time constants at that point. �e data structure �VV stores, for each program point •; , the
set of variables that the analysis has determined have a speci�c value = ∈ # (so that �VV (•;) (E) is
the analysis-time constant value = that the analysis has computed for the variable E ∈ dom �VV (•;)
at the program point just before the command at label ; executes). �e trace predicate gVV (C) checks
that the values that the analysis computes are consistent with the values in the trace:

gVV (C) := ∀ 〈;, f〉 ∈ C, E ∈ dom �VV (•;) ⇒ �VV (•;) (E) = f (E) (1)

�is trace predicate is an early trace predicate.

3.2 Reaching Definitions Analysis
Reaching de�nitions analysis computes, for each program point, the set of de�nitions (i.e., the
assignments ; : E = ∈ % ) that reach that point (i.e., execute before that point in some execution
without an intervening de�nition of the same variable). �e data structure �RD (•;) stores the set
of reaching de�nitions at the program point •; . �e trace predicate checks that a de�nition reaches
every succeeding program point in the trace until there is another de�nition of the same variable:

gRD (C) := ∀0 ≤8 < 9 ≤ =, (;8 : E = ∈ %) ∧ (∀8 < : ≤ 9, ;: : E = ∉ %)
⇒ ;8 ∈ �RD (•; 9 )

(2)

where C = 〈;0, f0〉 → · · · → 〈;=, f=〉. �is trace predicate is an early trace predicate.

3.3 Live Variables Analysis
Live variables analysis computes, for each program point, the set of variables that are live at that
point — i.e., the set of variables that are read before they are wri�en in some subsequent execution.
�e data structure �LV (;•) stores the set of live variables at the program point ;•. �e trace
predicate checks that if a variable is not live a�er a command executes, there must be another
de�nition of the variable before the trace executes another command that reads the variable:

gLV (C) = ∀0 ≤ 8 ≤ =, E ∉ �LV (;8•) implies
∀8 < 9 ≤ =, ; 9 : 2 ∈ % and E ∈ vars(2) implies ∃8 < : < 9, ;: : E = ∈ % (3)

where C = 〈;0, f0〉 → · · · → 〈;=, f=〉. �is trace predicate is an early trace predicate.

3.4 Very Busy Expressions Analysis
Very busy expressions analysis computes, for each program point, which expressions are evaluated
along all control �ow paths from that point before any of the variables in the expression are
rede�ned. �e trace predicate is an intersection of an early trace predicate and a late trace predicate.
�e early trace predicate g� checks that if an expression 4 is very busy a�er a command executes,
the expression is evaluated before any of the variables E in the expression 4 are rede�ned:

g� (C) = ∀0 ≤ 8 ≤ =, 4 ∈ �VB (;8•) and E ∈ vars(4) implies
(∀8 < 9 ≤ =, ; 9 : E = ∈ % implies ∃8 < : ≤ 9, ;: : 2 ∈ % and 4 ∈ subs(2)) (4)

where C = 〈;0, f0〉 → · · · → 〈;=, f=〉.
�e late predicate g! checks that if an expression 4 is very busy a�er a command executes, the

expression is evaluated before the execution terminates. A late predicate is required here because it
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is, in general, not possible to tell that a nonterminated trace will not evaluate an expression before
it terminates — it is always possible to extend any nonterminated trace that does not evaluate the
expression with a command that does evaluate the expression. We use the notation subs(4) to
denote the set of subexpressions evaluated during the evaluation of 4 .

g! (C) = ∀0 ≤ 8 ≤ =, 4 ∈ �VB (;8•), ;= : halt ∈ % implies ∃8 < : ≤ =, ;: : 2 ∈ % and 4 ∈ subs(2) (5)

where C = 〈;0, f0〉 → · · · → 〈;=, f=〉.
A late predicate g! speci�es that all very busy expressions must be evaluated before the program

halts. A corresponding property for in�nite executions would require that all very busy expressions
would be eventually be evaluated (at some indeterminate time in the future). We note that this
corresponding property is a liveness property, in the sense of [3], and is therefore not expressible
as a trace predicate in our framework.

We make several observations here. First, data�ow analyses typically reason about all paths
in the control �ow graph of the program, whether those paths are actually realizable or not. �e
standard de�nition of very busy expressions would therefore determine that an expression that is
evaluated on a control �ow path out of an in�nite loop is still very busy before the loop (assuming
none of the intervening statements write one of the variables in the expression), even though no
execution of the program actually exits the loop to evaluate the expression. �e trace predicates
that we present here accurately express this property.

It is possible to envision a very busy expressions analysis that determines that an expression is
very busy only if every execution, including nonterminating executions, evaluates the expression.
For an analysis to make this determination in the presence of potentially in�nite executions, it
would have to reason about termination. We anticipate that this termination reasoning would be
re�ected in a trace predicate that rejects nonterminating traces. Intersecting this trace predicate
with the very busy expressions trace predicate above would precisely express the property that
every execution evaluates the expression (because there are no nonterminating executions).

3.5 Discussion
It is instructive to consider the properties that the trace predicates (and their corresponding analyses)
identify. Because the data structures � that the analysis produces are largely decoupled from the
control �ow of the analyzed program % , the trace predicates include many traces with command
execution sequences that % will never execute and are even completely incompatible with the
control �ow graph of % . �e variable value analysis, for example, allows all traces whose states
conform to the speci�ed values from the analysis, whether or not these traces are even remotely
related to any causality in the program execution. Consider, for example, the following program:
1: x = 4;
2: y = 5;
3: z = x + y;
4: halt;

�e variable value analysis for this program produces the following data structure, which records
the analyzed values of each variable before each command in the program:
{ 1: [], 2: [x->4], 3: [x->4, y->5], 4: [x->4, y->5, z->9] }

�e trace predicate simply requires that, if the data structure records a value for a variable before a
command, the variable has that value in the corresponding state. Here are some examples of traces
that satisfy the trace predicate:
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<1, [x->0, y->0, z-> 0]> -> <4, [x->4, y->5, z->9]> -> <4, [x->4, y->5, z->9]>
<4, [x->4, y->5, z->9]> -> <3, [x->4, y->5, z->7]> -> <2, [x->4, y-> 5, z->9]>

�e �rst trace simply skips commands 2 and 3 and has two occurrences of command 4. �e second
trace corresponds to executing the program backwards and includes values for z that occur in
no execution of the program. �e trace predicates for the other data�ow analyses exhibit similar
properties.

�is aspect of our framework is deliberate. It highlights the bene�ts of a clean separation
between the analysis algorithm and the information that it produces. It directly re�ects the fact
that many analyses overapproximate the traces they identify. �is overidenti�cation can be caused
by abstractions designed to enable e�cient analysis, by analysis-time uncertainty about the �ow of
control, or simply because the scope of the information that the analysis is designed to produce.

We note that even though a data�ow analysis algorithm may analyze the control �ow graph
of the program to produce its results, the information that it produces typically identi�es a much
larger set of traces (so not just traces compatible with the control �ow graph of the program). �is
can be seen, for example, in the example traces presented above. �is phenomenon can be seen
as emphasizing the separation between the analysis algorithm (the way the analysis produces its
results) and the actual information that the algorithm produces.

Here the algebraic structure of the program analysis la�ice can guide the re�nement of the
analysis results. One typical pa�ern intersects one or more data�ow analyses with a control �ow
analysis (Section 4) to obtain, for example a set of traces that is consistent with the control �ow
graph and conforms to the information produced by the data�ow analysis.

4 CONTROL FLOW ANALYSES
Control �ow analyses extract information about the �ow of control through the program. �ey
typically construct, then analyze, a control �ow graph of the program.

4.1 Control Flow Graph Analysis
Control �ow graph analysis extracts the control �ow graph of the program. Here we consider
an analysis that operates at the level of the individual commands in the program. �e analysis
produces a data structure �CG in which �CG (;) stores the labels of the successors of the command
at label ; in the control �ow graph. �e trace predicate checks that all executions are consistent
with this successor information.

gCG (C) = ∀0 ≤ 8 < =, ;8+1 ∈ �CG (;8 ) (6)

where C = 〈;0, f0〉 → · · · → 〈;=, f=〉.

4.2 Post-Dominator Analysis
A node ;2 in the control �ow graph post-dominates another node ;1, before exiting in ;3, if all paths
that goes through ;3 is such that, if it went through ;1 before going through ;3, then it must have
gone through ;2 in between ;1 and ;3.

Similarly to the dominator analysis, the post-dominator analysis produces a data structure �PDA
in which �PDA (;) stores the labels of the commands that post-dominate ; with respect to a constant
exit ;exit. �e trace predicate checks that the trace is consistent with the post-dominator information,
similar to the dominator trace predicate check.

gPDA (C) = ∀0 ≤ 8 ≤ 4 ≤ =, ;4 = ;exit,∀; ∈ �PDA (;8 ), ∃8 ≤ : < 4, ;: = ; (7)
where C = 〈;0, f0〉 → · · · → 〈;=, f=〉.
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4.3 Unrealizable Transition Analysis
�is analysis identi�es variable values that a�ect the �ow of control. It produces a data structure
�UT in which �UT stores tuples 〈;, E, =, ; ′〉 where ; ′ ∈ succ(;) is a label, E is a variable, and = is a
value of the variable. Here the tuple indicates that if E = = at ; , then control does not �ow from ; to
; ′ — any transition of the form 〈;, f〉 → 〈; ′, f ′〉 is unrealizable and does not occur in any execution
of the program % under analysis, for example because ; : 2 ∈ % is a conditional statement that
takes a di�erent path when E = =. �e trace predicate checks that the trace is consistent with this
information:

gUT (C) = ∀0 ≤ 8 < =, (∃E, 〈;8 , E, f8 (E), ;〉 ∈ �UT ) implies ;8+1 ≠ ; (8)
where C = 〈;0, f0〉 → · · · → 〈;=, f=〉.

4.4 Loop Exit Analysis
�is analysis identi�es loops, induction variables, and loop exit conditions. It produces a data
structure �LE which stores tuples 〈;, E, =, ; ′〉 where ; : 2 ∈ % is the command that implements the
loop exit condition, ; ′ ∈ succ(;) is the label of the next command that executes when the loop
exits, and E is an induction variable that is always at least 0 and increases on every loop iteration,
with the loop exiting when = ≤ E . We express the trace predicate as the intersection of a loop
initialization predicate ginit , a loop exit predicate gexit and loop progress predicate gprog that requires
the induction variable E to increase monotonically with each loop iteration, with ; : 2 ∈ % executing
between executions of the loop.

ginit (C) = ∀0 ≤ 8 ≤ =, 〈;8 , E, =, ;〉 ∈ �LE implies 0 ≤ f8 (E) (9)

gexit (C) = ∀0 ≤ 8 < =, 〈;8 , E, =, ;〉 ∈ �LE and = ≤ f8 (E) implies ;8+1 = ; (10)
gprog (C) = ∀0 ≤ 8 < 9 ≤ =, ;8 == ; 9 and 〈;8 , E, =, ;〉 ∈ �LE implies f8 (E) < f 9 (E) or ∃8 < : < 9, ;: = ;

(11)
where C = 〈;0, f0〉 → · · · → 〈;=, f=〉.

�e resulting loop exit analysis predicate is g!� = ginit t gexit t gprog . Given a tuple 〈;, E, =, ; ′〉, this
trace predicate rejects all traces in which the loop at ; executes more than = iterations, i.e., in which
the label ; occurs more than = times in the trace without an intervening occurrence of the loop
exit label ; ′. For this predicate to be sound, the analysis must prove that all executions of the loop
execute at most = times in all executions of the program % under analysis.

5 ANALYSIS FACTORING AND MICROANALYSES
�e framework we present in this paper promotes factored analyses — analyses speci�ed as the
intersection/least upper bound of smaller building block microanalyses. We next outline two
factored analyses.

5.1 Commands That Never Execute
�is analysis reasons about the values of variables to discover commands that never execute. Such
analyses are o�en expressed as an integrated monolith that combines the di�erent sources of
information into a single whole. We instead advocate specifying the analysis as �VV t�UT t��� .

Conceptually, the analysis �rst computes the values of variables with analysis-time constant
values (�VV ). It then removes any traces with unrealizable transitions (�UT ). �is operation still
leaves traces that simply skip the unrealizable transition but contain unrealizable commands that
never execute, for example because they are part of the control �ow path that the unrealizable
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transition enters. �e last step applies the control �ow graph analysis to remove any traces that
violate the transitions in the control �ow graph. �is operation eliminates traces with unrealizable
commands — these traces are not compatible with the control �ow analysis because the transition
required to enter the path they are on is missing.

�is example illustrates how the framework promotes the development of a toolbox of general
microanalyses that can be �exibly composed into larger analyses. We anticipate, for example, that
the control �ow graph analysis will prove to be a useful building block microanalysis because it
can e�ectively complement analyses (such as the unrealizable transition analysis) that prune single
edges, with the control �ow graph analysis extending the pruning to complete subpaths within the
control �ow graph.

5.2 Very Busy Expressions That Always Evaluate
�e standard very busy expressions analysis can identify that an expression is very busy even
if (because of an in�nite loop), no execution of the program actually evaluates the expression.
Here we propose combining the loop exit analysis, control �ow analysis, and standard very busy
expressions analysis to obtain an analysis that identi�es an expression as very busy only if it is
evaluated in all executions. �e analysis is speci�ed as �LE t�VB t��� , where �LE works with a
data structure �LE that contains a tuple 〈;, E, =, ; ′〉 for every loop in the program.

�e analysis �LE therefore ensures that all executions of the analyzed program % terminate.
If all executions terminate, then �VB ensures that all very busy expressions are evaluated in all
executions if the executions conform to the control �ow graph of % . And�CG ensures that all traces
conform to the control �ow graph.

6 FUZZING
Fuzzing as initially conceived tests programs by generating random inputs. Fuzzing has since
evolved to include a variety of techniques designed to enhance its e�ectiveness and more e�ciently
target various potential error locations. Fuzzing has proved to be surprisingly e�ective at surfacing
errors in programs and has since become one of the most widely deployed testing and security
vulnerability detection techniques.

We model fuzzing in our framework by simply disjunctively collecting the set of traces exercised
during fuzzing. We note that this set grows as the fuzzer generates inputs, becoming a sound
analysis in the limit as it approaches generating all possible inputs. �is basic perspective also
holds for concolic execution, which we model as simply the traces that the concolic execution
generates. It is possible to accelerate the approach to soundness by generalizing information from
the multiple traces by imposing additional structure in the form of an inferred logical formula that
all of the traces satisfy.

�ese techniques deliver an unsound analysis that can be seen as characterizing a slice of the
program’s potential executions. A comparison of the trace sets from a sound analysis with the
trace sets from the unsound analysis can provide an upper and lower bound on the actual sets of
traces that the program can actually exhibit. �ese bounds can, in turn, deliver insight into how
accurately the sound and unsound analyses characterize the set of program traces.

7 ALTERNATIVE TRACE PREDICATE FORMULATION
We next present an alternative formulation of trace predicates in which the trace predicates are
formalized as algorithms (here wri�en in pseudo-Haskell) that take a trace as an argument, then
return true or false. �is operational view of trace predicates can be seen as conceptually similar to
the formulation of liveness and safety properties via Büchi automata [2].
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7.1 Reaching Definitions Analysis

1 updateReaching label command reachingDefinitions =
2 case command of
3 Set v expr −> DataMap.insert v (DataSet. singleton label ) reachingDefinitions
4 −> reachingDefinitions
5

6 reachingDefVar analysisResult v =
7 fromMaybe DataSet.empty (DataMap.lookup v analysisResult)
8

9 traceChecker :: DataMap.Map String (DataSet.Set Label) −>
10 DataMap.Map String (DataSet.Set Label) −>
11 Trace a −> Bool
12 traceChecker analysisResult reachingDefinitions ((( label , command), currentState): t ) =
13 let validCurrentState = DataMap.foldrWithKey (\key setReaching acc −> acc &&
14 DataSet.isSubsetOf
15 setReaching
16 (reachingDefVar ( analysisResult label ) key)) True reachingDefinitions in
17 let newReachingDefinitions = updateReaching label command reachingDefinitions in
18 validCurrentState && traceChecker analysisResult newReachingDefinitions t
19 traceChecker analysisResult reachingDefinitions [] =
20 True

7.2 Live Variables Analysis

1 updateLive :: p −> Command −> DataSet.Set String −> DataSet.Set String
2 updateLive label command liveVariables =
3 case command of
4 Set v expr −> DataSet.delete v . DataSet.union liveVariables $ footprint expr
5 −> DataSet.union liveVariables $ footprintCommand command
6

7 traceCheckerReverse :: DataSet.Set String −> DataSet.Set String −> Trace a −> Bool
8 traceCheckerReverse analysisResult liveVariables ((( label , command), currentState): t ) =
9 let validCurrentState = DataSet.isSubsetOf liveVariables ( analysisResult label ) in

10 let newLiveDefinitions = updateLive label command liveVariables in
11 validCurrentState && traceCheckerReverse analysisResult newLiveDefinitions t
12 traceCheckerReverse analysisResult liveVariables [] =
13 True
14

15 traceChecker analysisResult liveVariables =
16 traceCheckerReverse analysisResult liveVariables . reverse

8 CONCLUSION
We propose a uni�ed framework of program analyses based on sets of traces. �is approach makes
it possible to compare the precision of di�erent analyses and to algebraically combine analyses
both conjunctively and disjunctively. One advantage include a uniform framework for all analyses,
including both sound and unsound analyses, as well as things that have not been considered
analyses at all. Another advantage is the ability to combine analyses in an algebraic framework
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and factor complex analyses into smaller microanalyses. Finally, we anticipate that this framework
will help practitioners understand the potential space of program analyses at their disposal and
match these analyses to the needs of their application.

8.1 Taint Tracking Analysis
We propose an analysis to guarantee that the value set in a variable at a program point cannot
in�uence the value of other variables at various program point.

�e analysis produces a data structure �IFC which stores for each program point ; , for each
variable E , the set of variables guaranteed to not have in�uenced the value in E .

1 type dIfc = DataMap.Map Label (DataMap.Map String DataSet.Set String) −− Result of the analysis
2

3 data dep = Dependencies{ −− dynamic data structure that accumulate the actual dependencies
4 variables :: DataMap.Map String (DataSet.Set String),
5 −− for each variable , describe what is the current reaching de�nition , and the variables that tainted that de�nition
6 pc :: DataSet.Set String
7 −− variables that taint the current program point
8 }
9

10 updateDep :: p −> Command −> dep −> dep
11 −− Function that update dependencies with standard taint tracking style
12

13 traceChecker :: dIfc −> dep −> Trace a −> Bool
14 traceChecker analysisResult dependencies ((( label , command), currentState): t ) =
15 let validCurrentState =
16 DataMap.foldrWithKey (\var untaintedVars acc −> acc &&
17 DataSet. disjoint
18 −− the variables taints at this point of the trace are agreeing
19 −− with the prescription of the analysis
20 −− i . e . no guaranteed untainted variable is tainted
21 untaintedVars
22 (DataSet.union
23 (pc dependencies)
24 (fromMaybe DataSet.empty
25 (lookup var ( variables dependencies )))))
26 True
27 (fromMaybe DataMap.empty (lookup label analysisResult)) in
28 let newdep = updateDep label command dependencies in
29 validCurrentState && traceChecker analysisResult newdep t
30 traceChecker analysisResult dependencies [] =
31 True

9 RELATEDWORK
�ere has been an enormous amount of research in data�ow analyses [11], later further formalized
in the framework of abstract interpretation [8]. �roughout the history of the �eld, the focus
has been on individual analyses of increasing sophisticationa and complexity, with scalability a
ever-present concern.
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While researchers and practitioners have encountered the need to combine analyses to realize
their information extraction goals, this combination has largely been performed in an ad-hoc way
driven by the speci�c needs of the program analyses problem at hand. �at is, the focus was
on how to compose various program analyses to solve a speci�c problem rather than deriving a
general algebraic framework for classifying, decomposing, and characterizing relationships between
multiple analyses, including both sound and unsound analysis.

Consider for example: [4] presents Astree’s take on composing abstract domains. Astree is
a well-known framework to analyse the absence of unde�ned behavior in C programs. It was
originally intended to analyse programs solving control tasks from the embedded world, generated
from a program wri�en in a synchronous language. Astree supports a wide family of parametrizable
abstract domains, most of them capturing relations of various precisions between program numeric
variables. �is extensibility allows Astree to raise very few false alarms on the test programs that
consists of an order of hundred thousand lines of C. [10] elaborate on the same tool, also pointing
out that Astree does not actually require its abstract domains to form a Galois connection. Instead
Astree only requires concretization functions. Abstract domains are used as a way to pack trace
fragments together in a compact way, equipped with an abstract step function.

In [12], the authors propose a mechanism to reduce the cost of computing the result of several
entangled data�ow analyses without the loss of precision potentially incurred when computing
the results of the di�erent data�ow analyses independently. �e key idea is to allow the di�erent
entangled analyses to iteratively replace and re�ne the program they are analyzing. In this method-
ology, the re�ned program is a convenient way for an analysis to inform the other analyses of the
information it extracted. For example a constant propagation analysis would not only determine
which variables are constant at speci�c program points, but also transform the program to make
the fact that the value is constant visible to other analyses, for example by removing branches on
constants.
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